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Abstract. Underground Coal Gasification represents an alternative to the conventional coal mining.
This technological approach is less expensive than the traditional mining. It is expected that coal will be
an important energy source in the coming decades. The gasification process must be improved to ensure
that the combustion reactions generate enough energy to heat the reactants. This can be achieved by
controlling the flow of gasification agents and pressure control at the exit point of the reactor UCG. This
paper aims to propose a stabilization of the air flow, which is a main gasification agent injected into the
gasification process, underground temperature and concentration of O2 in syngas. Also, we propose a
mechanism that could cope with uncertainties in the process of the UCG and its stabilization. The paper
also presents a utilization of a discrete controller with an adaptation for stabilizing the UCG process
variables. The controllers were verified on an ex-situ reactor.
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1. Introduction
Successful application of the UCG (Underground
Coal Gasification) process requires integration of a
wide range of technical disciplines, which explains its
slow commercial acceptance. Special skills, used in
the fields of chemistry, chemical engineering, geology,
geotechnical engineering and geohydrology are all
necessary to plan and execute a successful UCG project.
Information about the process conditions must be
constantly monitored and updated as the gasification
process moves forward. The ideal temperatures of above
ground coal gasification are about 1000 °C. However, it
isn’t possible to achieve these temperatures in the UCG.
Mainly because of the lack of control on the water
influx and reactant gas flow patterns. It would be more
useful to couple the UCG process models with a full
scale process simulator so that the entire process can be
modelled at once, rather than sequentially [1]. While it
is impossible to monitor some variables of the process
(e.g., temperatures in a georeactor), there are special
systems that are developed for an indirect measurement
of these variables. The changing conditions of the
process may cause problems. For this reason the control
system should be robust and able to continuously
adapt to changes in the process.

1.1. Geology
The UCG requires an understanding of various aspects
of the selected site. The geology, hydrology, mining,
drilling, exploration, chemistry and thermodynamics of
the gasification reactions in the cavity are important
parameters for a successful operation [2]. There are
many practical difficulties still to be overcome and it is
already clear that the technology can only be applied
to certain types of coal seams. The hydrogeology of the
seam is important, since excessive ingress of water

would render the process uneconomic and gas leakage
into underground water supplies could represent an
environmental hazard [1]. Groundwater contamination
around the UCG reactor is caused by dispersion and
penetration of the products of the coal pyrolysis by
migration of groundwater and escaped gases. During
the gasification process, air or oxygen is injected with
high pressure equal to or greater than the surroundings
hydrostatic pressure. Some of the gas products are
therefore lost to the surrounding permeable media and
perhaps to overlying strata, as a result of cracks in the
overburden [3]. Both air and oxygen gasification has
been tried in the world. In the case of air a very low
calorific value of syngas is produced, whereas with
oxygen, the cost of the blast and the losses make the
process very costly [4].

1.2. Factors affecting UCG
Long-lasting experiments confirmed that the efficiency
of gasification depends on factors such as the method of
gasification, the temperature of the relevant zones, the
type of oxidant, physical and chemical properties of coal,
the process control, geology of coal, operating pressure,
the mass and energy balance of the underground reactor
and other gasification parameters [1]. The syngas can
be produced using a variety of oxidants, including
air and oxidation mixtures (e.g., O2/H2O, CO2/O2
etc.). Effect of humidity on the parameters of syngas is
significant an the extent of dependence is based on the
coal bed. The most important performance parameter
of the UCG is the calorific value of the syngas. The
UCG is carried out as an auto-thermic process in which
the injection of gasification agents, with the help of the
injection hole in the coal bed, generates heat by the
combustive reactions of the carbon. Due to the need to
improve the gasification process, we must ensure that
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Figure 1. Reaction zones of UCG [5].

the combustive reactions have generated enough energy
to heat the reactants and overcome the heat loss from
the reactor. It is also necessary to support the rate of
endothermic reactions.
Figure 1 shows the basic chemical reactions and

temperatures defining the distributed reaction zones in
the UCG. Injected air causes the coal to burn, which
leads to exothermic processes that release heat and
consume oxygen. The hot oxidized product gases
migrates toward the exit borehole, passing through
a reducing region where, in the absence of oxygen,
they are converted to combustible gases by a number
of endothermic reactions which absorb heat. The
somewhat cooler, but still hot, combustible gases
continue to migrate towards the exit borehole, where
they cool further as they pass through a coal pyrolysis
region. In this region, the coal is heated to drive off its
volatile components which are tars, hydrocarbons, and
other gases both combustible and non-combustible.
Then, the entire gas mixture exits the seam through a
production borehole.

The oxygenation of the coal increases its temperature
and the desired temperature in the oxidation zone
should be above 1000 °C, so that reduction can occur.
After ignition of the coal in the inlet the coal seam is
heated to the temperature above 600 °C, hydrocarbons
and gaseous components represented mainly by methane
(CH4), make up a majority of the matter burning in
that region.
The formation of the plastic state of coal at tem-

peratures up to 400 °C will not occur, because of the
burn out of volatile hydrocarbons i.e., plasticizers [6].
The carbon is burnt out last and its reactivity will be
high with regard to increased surface and porosity
created by leaks of volatile components. Combustion
products CO2 and H2O at temperatures above 1000 °C
— and flowing through a horizontal channel will create
3 zones: oxidation, reduction and distillation. In the

oxidation zone, the reactions of burning gases will
dominate and a temperature of generated exhaust
gases range from 1000 to 1200 °C. In the reduction
zone running reactions that produce CO and H2 and
regarding the behaviour of an endothermic reactions of
further coal gasification in the “reduction zone”, the
temperature of outgoing exhaust gases will decreases.
In the distillation zone, temperatures are expected to
be in a range from 130 °C (drying) to 500 °C (a release
of volatile components of coal (CH4 and CnHm)). The
output gas, with the temperatures above 600 °C, will
be enriched by these volatile components of coal.

1.3. Control of UCG
The principle of automatic process control of the UCG
is dependent on the nature of the information obtained
from the system and the possibility to identify the
controlled processes. The UCG process is difficult
to identify and manage considering that the process
takes place in several stages and during operation
there are changes of the underground coal gasifier (e.g.,
cavity enlargement, shift of the combustion front, gas
leaks, cracks, ground water, etc.). Usually, we can
create a mathematical model from the input-output
analysis. This model will represent the mathematical
relationship between input and output process variables
(e.g., the relationship of the oxidant flow and the
syngas calorific value), but the main control issue of
the UCG is a relatively large degree of uncertainty of
the controlled object (i.e., coal seam), which, unlike
an industrial system, was created by nature. This
uncertainty can be partly reduced by a more detailed
geological survey. But even by doing this, it does not
guarantee elimination of uncertainty, as evidenced by
long-term experience in the traditional coal mining
technology.
Unfortunately, there is not much evidence of an

advanced UCG control in the world. Most of works,
which are published are focused on the control of the
UCG with utilization of a process model. In recent
times, a one-dimensional model of a coal bed was
proposed for the control. This model can be used
in a closed control loop with the robust Slide Mode
Controller (SMC) to maintain the desired heating value
of the syngas. The model is able to predict the chemical
composition of the syngas based on the composition
of the injected gas, and its flow and properties of
coal [7, 8].
Wei and Liu [9] have proposed the principle of

optimal control of coal gasification based on the
Iterative Adaptive Dynamic Programming (ADP) and
a learning scheme. The authors have used a neural
network to construct the dynamics of the process of the
coal gasification.
Some works are focused only on the prediction of

output parameters of the UCG (e.g., syngas composition,
temperature, or calorific value). Authors tried to use
various principles of soft sensors or and thermodynamic
model [10, 11]. There is little to no evidence about
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optimisation of input parameters in the UCG [12] and
statistical analyses of the UCG process variables [13].

The control system of UCG should represent a set of
components, modules and subsystems that are used to
control the whole process. It’s mechanically united as a
whole to the programmable logic controller (PLC),
which can perform a several control algorithms (i.e.,
cyclic tasks).

Based on model analysis and due to gas leaks from
the cavity and the gasification channel, following cases
can occur:
• danger due to an explosive concentration,
• poisoning due to increased concentrations of toxic
gases,
in or near the area of active mining, but also on

the surface. In order to control gas production in the
underground gasifier the following means of the UCG
control (see Figure 2) can be used:
• Overpressure control — the flow of the injected
oxidizer is regulated.

• Under-pressure control — under-pressure is regulated
by adjusting of the exhaust ventilator power.

• Combined control — the afore-mentioned are used.
Various control algorithms can be used in the

feedback control, such as On–Off control (e.g., controlled
switching of the compressors according to the pressure
in the tank), proportional control or proportional-
integral-derivative (PID) control.
Feedback control can also be realized as a feed-

forward control based on the personal presence of the
operator. A very widespread type of the feedback
control is a regulation. The following control approaches
can be implemented for the syngas production control:
• Regulation of injected oxidizer flow on desired value.

By changing the volume of the flow, we can influence
the course of chemical reactions during gasification
and syngas quality on the outlet. The addition of O2
improves the energy effect, but the volume of CO2
increases. The air volume flow can be measured from
pressure difference by an orifice plate or by the use
of flowmeters. For measuring the flow rate of oxygen
flowmeters should be used with a special treatment
to avoid explosions. The higher rate of the injected
oxidizer improves the calorific value and the rate of
the gas production. Too much oxidizer can cause a
negative effect, i.e., reducing the temperature in the
reaction zone (cooling) and consequently also the
calorific value of syngas. Therefore, there is a need
to look for an optimal flow of gasification agents.

• Control of operation pressure of the injected oxidizer.
The advantage of high pressure coal gasification over
conventional atmospheric combustion is that the
major pollutants can be economically separated
from the product gas, resulting in substantial
reduction in the amount of pollutants released
into the environment per ton of coal processed [14].

In the future, separation and sequestration of CO2
can also lead to further significant reductions in
greenhouse gas emissions. When the gasification takes
place at high pressures, the reaction of hydrogen and
char can become important. However, an increased
injection pressure will tend to increase the gas
loss from the underground reaction zone to the
surrounding strata. Higher operating pressure has
a positive effect on the concentration of methane
and hydrogen, which ultimately affect the calorific
value of the produced gas [15]. The higher operating
pressure of the oxidizer displaces methane from
the coal pore structure and causes cracking of coal.
Also, high injection pressure can cause the loss of a
gas from the underground reaction zone into the
surrounding layers. These conclusions result from
the analysis of a gasification in Rocky Mountain I
(CRIP) and Newman Spiney [16].

• Temperature stabilization by regulated injected air. In
general, stabilization means maintaining the desired
value of the measured process variable to a desired
value (e.g., the volume flow of injected oxidizers
or oxygen concentration in the syngas) [17]. At
higher temperatures, endothermic reactions (e.g.,
Boudoard reaction: CO2 + C = 2CO) predominate
the exothermic. The values of methane decrease,
while the production rate of fission products, such
as CO and H2, increases. Maximal effect of CO2
consumption is at temperatures above 1000 °C, these
are the ideal theoretical conditions for the reaction
of the entire amount of CO2 to CO, assuming the
presence of coal.

• Stabilization of the oxygen concentration in produced
syngas with an exhaust ventilation system or by
control of injected air flow. The basis is feedback
control with a discrete controller. Verification of
the proportional-integrating (PI) controller will be
shown in the section 5.3. It is necessary that the
oxygen content of the syngas is close to zero. The
components of the syngas can be measured at the
outlet of the gasifier by stationary analysers based on
the principle of infrared or electrochemical sensors.

• Control of burning with an exhaust fan. It is a
process that uses active exhaust ventilation to ensure
a complete combustion of coal in an underground
coal bed. An exhaust fan is connected to a piping
system that leads to the underground mine. The fan
creates a vacuum and supports the smouldering of
the coal. The air gets into the mine by flowing from
the surface through natural cracks, crevices and
also through the injection borehole. The increased
airflow improves the combustion and generated gases
are extracted through an output borehole by a fan.
The main advantage of this system is that all the
resulting gas is extracted away through a one point
and with no gas losses into the surrounding layers. It
was further found that the losses of heat through
conduction are lower. This technique is not suitable
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Figure 2. Basic control loops on stabilization level.

for moist and thin seams, in these conditions, the
process becomes uncontrolled [18]. A controlled
combustion system was applied to a superficial, thin
bituminous coal seam [19].
In the considered algorithms, the utilization of an

appropriate SCADA/HMI (Supervisory Control and
Data Acquisition / Human Machine Interface) system
is expected for the visualization of measured and
controlled variables, the possibility of operative data
entry and tools for operating alarms. The basic control
loops can be implemented on a PLC.
Achieving the goal of the control is ensured by

processing of information obtained by measuring the
real output from the system (or deviation of the
measured value from the set point). Such control in
this case is derived directly from the current status of
the system.
The following sections, will describe the feedback

approach to the stabilizing of the gasification process,
which is based on a digital controller.

2. Experimental UCG in lab scale
Within the experimental gasification, several control
loops that were verified utilising experimental gasifica-
tion equipment (i.e., ex-situ reactor, respectively syngas
generator with a control system) were proposed in order
to increase the performance of gasification. Figure 3
shows the base structure of gas control in the UCG.
The symbol y represents is the controlled variable,
w is the desired value of the controlled variable i.e.,
the set point or the reference value, e is the control
error, u is the manipulated variable or the control
variable. A basic level represents a monitoring system
created within a SCADA/HMI Application Promotic.
The monitoring system provides a visualization of
process variables, data recording and a setup screen for
adjustment of controllers. The monitoring system is
implemented on a PC. The upper level represents
stabilization algorithms (i.e., cyclic tasks) implemented
on the PLC. Stabilizing level will stabilize inputs
into the process of the UCG (e.g., pressures, flows

Figure 3. Block diagram of the feedback control

of oxidants) as well as outputs (e.g., temperature,
concentration levels of oxygen in the syngas). The
stabilization level is supported with an adaptation
mechanism due to uncertainties in the UCG process.
The control system is based on the PLC which

contains several control algorithms, which are adjusted
from the environment of the monitoring system. The
algorithms of the control system were programmed
in an integrated development environment (IDE) of
B&R Automation Studio 2.6 with utilization of the
Automation Basic Language. For gasification, the
following stabilization loops were created:
• Stabilization of pressure (On–Off control) in a
pressure vessel.

• Injected air flow stabilization.
• Stabilization of the temperature in the generator.
• Stabilization of the O2 concentration in the produced
syngas.
Proposed control algorithms were verified on experi-

mental gasification equipment. Two ex-situ reactors
(i.e., syngas generators) for the experimental trials
of the UCG were constructed. Generators were em-
ployed ‘to bed’ the coal, so that they may simulate
the underground coal seam. The scheme on Figure 4
shows the supply system of gasification agents and the
outlet system for the syngas exhaust. All relevant
devices for measuring and control that were used are
also shown. The air supply was supported by two
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Figure 4. Scheme of experimental gasification equipment (modified after [20]).

compressors. The air flow was measured by utilization
of a centric orifice. A servo valve was used for air
flow regulation. Additional oxygen was supplied from
pressure cylinders. For syngas analysis, two analysers
and a calorimeter were used. For syngas exhaust, an
under-pressure ventilator and a frequency inverter were
used. The temperature inside the generator (i.e., in
a various layers of the coal) was measured with K
type thermocouples. The coal ‘bedded into’ generator
represents a physical model of a real coal seam. Various
models were tried (e.g., with channel, counter-flow,
uni-flow, crushed coal or blocks of coal) [21]. Similar
gasification equipment was designed by Dobbs and
Krantz [22].

The following is an overview of devices for measure-
ment and control used in the experimental gasification:
• two piston compressor (Schneider 400V, 10 bar),
• pressure vessel (Tlakon, 16 bar),
• pressure transducer on pressure vessel (Siemens,
Sitrans P300, 16 bar, 4–20mA),

• servo valve (Honeywell, 24V),
• pressure transducer behind the servo valve (Siemens,
Sitrans P, Series Z, 0–6 bar, 4–20mA),

• centric orifice and differential pressure sensor for
injected air flow measurement (Siemens, 4–20mA),

• vortex flow meter for injected oxygen (Krohne,
Microwell, VFC070, OPTISWIRL 4070/C, 4–20mA),

• pressure transducer for air (Keyhence, 0–1MPa,
0–5V),

• two pressure transducers for air (Siemens, Sitrans P,
Series Z, 0–10 bar, 4–20mA),

• pressure transducer for air (Keller, 0–5 bar, 4–20mA),

• gas analyser #1 (Madur, CMS-7, O2: 0–21%, CO:
0–50%, CO2: 0–50%, CH4: 0–100%, 4–20mA),

• gas analyser #2 (ABB, Caldos, H2: 0–40%, 4–20
mA),

• portable gas analyser #1 for CO (Testo 512),
• portable gas analyser #2 for CO, O2 and CO2
(Wohler, A97),

• calorimeter CWD 2005 (0–8 MJ/m3, 4–20mA),
• thermocouple probes of K type (Omega, OMEGA-
CLAD® sheathing, up to 1335 °C),

• reducing valve for injected Air, O2, N2 (cleaning the
analyser of H2), CH4 (carrier gas for calorimeter)
and calibration gas,

• pressure transducer for syngas on outlet (KIMO-
MP52, ±10000Pa, 4–20mA),

• analyser and gas humidity probe (Madur, maPressII,
RS 232),

• segment orifice and differential pressure sensor for
syngas flow measurement (Siemens, 4–20mA),

• 26 electromagnetic valves (Siemens, 24V),
• under-pressure ventilator (Siemens, 400V),
• frequency inverter (Siemens, Micromaster, 400V,

50Hz, 0–10V, 4–20mA),
• PLC B & R X.20 (X20CP1485, CPU Intel Celeron

400MHz, 32MB, TCP/IP, RS232) with I/O modules
(3× DO, 1× DI, 4× AI, 4× AO, 11× thermocouple
modules),

• PC, Intel P4 (Dual Core): 3GHz, 4GB RAM,
1TB HDD, 2× RS232, Ethernet TCP/IP) with
SCADA/HMI system Promotic).
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Parameter Value
Total Moisture Wr

t (%) 22.25
Ash Ad (%) 26.33
Volatiles Vdaf (%) 60.39
Carbon Cdaf (%) 64.79
Hydrogen Hdaf (%) 5.59
Nitrogen Ndaf (%) 1.04
Calorific value Qdaf

i (MJ/kg) 24.94
Calorific value Qd

i (MJ/kg) 18.37
Calorific value Qr

i (MJ/kg) 13.74
Ash Ar (%) 20.47
Carbon Cr (%) 37.11
Hydrogen Hr (%) 3.20
Nitrogen Nr (%) 0.59
CaO (%) 1.12
MgO (%) 0.62
SiO2 (%) 12.10
Al2O3 (%) 5.26
Fe2O3 (%) 2.89
Na2O (%) 0.14
P2O5 (%) 0.02
TiO2 (%) 0.17
K2O (%) 0.55
Volatiles Vr (%) 34.59
Analytical Moisture Wa (%) 9.56
Total sulphur Sr

t (%) 1.93
Sulphate sulphur Sr

s (%) 0.01
Pyritic sulphur Sr

p (%) 1.35
Organic sulphur Sr

o (%) 0.57
Oxygen Qdaf (%) 26.34
Oxygen Qd (%) 19.4

Table 1. Coal sample analysis (Abbreviations: r–
received, d–dry, daf–dry ash-free, a–analytical) [23].

For experiments, the lignite from the mine Cigeľ was
used. The mine Cigeľ belongs to the Upper Nitra coal
Basin [23]. The analysis of the coal from this mine is
summarized in Table 1. The analysis of the coal sample
was performed in an accredited laboratory.

3. Selection of a Suitable Site
for In-Situ Gasification

For the in-situ trials of the UCG, three suitable
locations were selected in Slovakia i.e., mine Cigeľ,
Handlová and Nováky [24]. It is a coal deposit region
of the Hornonitrian basin. The underburden and
overburden is formed by gravel, clay, coal clays and
andesites [25, 26]. These are sites with a coal bed
thickness of 3.2–4.5m with a calorific value of the coal
in the range of 10–15MJ/kg. Seams that are close to
the surface and with a coal bed thickness of less than
2m are unsuitable for gasification. For the comparison
with the Table 1 we present some parameters of a coal
from two other coal sites:
• Nováky: Wr

t = 36%, Qr
i = 11.81MJ/kg, Ad =

21.59%, Cdaf = 65.61%, Ndaf = 0.88%, Hdaf =

5.5%, Sd
t = 4.03%, Sd

p = 2.84%, Sd
s = 0.08% and

Sd
o = 1.12%.

• Veľká Trňa: Wr
t = 1.53–14.83%, Ar = 11.74–39.92%,

Ad = 11.74–39.92%, Qr
i = 14.44–27.19MJ/kg, Qd

i =
14.90–31.72MJ/kg, Sd = 1.00–1.14%, Asd = 100–
560ppm, Cdaf = 89.83%, Hdaf = 1.34%, Ndaf =
0.77%, Sr

t = 1.12%, Sr
p = 0.69%, Sr

o = 0.4% and
Sr

s = 0.02% [27].

In addition, hydrogeological parameters such as perme-
ability, effective porosity, and storage ratio have also
been taken into account in assessing the suitability of
the coal bed. These parameters are most suitable in
the Cigel deposit (mining sector VII). Brown coal
and lignites have significantly higher permeability
and their use for the UCG is more appropriate, but
due to their lower quality, we can not expect syngas
with the same quality as the anthracite gas. The
moisture, calorific value, sulphur and ash content affect
the quality parameters of the coal in the the UCG
process. Humidity affects the rate of heating of the
coal and thus also the gasification time itself. The
calorific value of coal directly influences the quality
of the syngas. Higher sulphur content means higher
costs for syngas processing. Ash content in coal is an
important factor in the UCG. In UCG, the coal with a
substantially higher ash content can be gasified, but
the ash content affects the amount of syngas. At a high
ash content, there is a risk that the coal will not be
burned enough. Large amounts of groundwater in
the surrounding layers can cause a decrease in the
underground temperature, a reduction of the efficiency,
or to the half of the UCG process. Other important
properties of the coal seam that affect its use for the
UCG are depth, thickness, slope and structure. Various
optimal parameters and criterions for the UCG are
described in literature [24, 25, 27].
The next section describes the basic form of the

controller, methods of calculating the parameters
of discrete controller and principles of the system
identification which were used within the laboratory
trials of the the UCG.

4. Digital Feed-Back Control
The proposed stabilization level of UCG is based
on the principle of using the feedback proportional-
integral (PI) controller. The discrete controller in an
incremental form was used. This controller has almost
universal application, but is especially suited for towing
and servo-mechanisms control. This controller can
sufficiently eliminate sudden disturbances and, in most
cases, improves the stability of the control loop [28].
The PI controller (2) was derived from the standard
PID controller (1) [29] by omission of a derivational
part. Continuous behaviour of regulation errors (i.e.,
deviations) was replaced by rectangles and an integral
was replaced with a sum according to the practice
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presented in [17, 30]:

u(t) = KP

[
e(t) + 1

TI

τ∫
0

e(τ)dτ + TD
de(t)
dt

]
, (1)

u(t) = KP

[
e(t) + 1

TI

τ∫
0

e(τ)dτ
]
, (2)

where KP is the proportional gain, TI is integral time
(i.e., constant of integration), TD is the derivative
time [31], e(t) is the control error (i.e., deviation)
in time t, e(t) = w(t) − y(t), w(t) is the desired
value or so-called set point, y(t) is controlled variable
(e.g., measured air flow, temperature in the coal,
concentration of some component in syngas), u(t) is
the control variable [29, 32].

The integral is approximated by simple summation,
so that a continuous function is approximated by
sections T0 of constant function (e.g., step function,
rectangles). Using so-called feedback rectangular
method then we get the so-called recursive, speed form
of the PS (i.e., proportional-summing) controller [17]:

∆u(k) = u(k) − u(k − 1)

= KP

[
e(k) +

(T0

TI
− 1
)
e(k − 1)

]
= KPe(k) −KP

(
1 − T0

TI

)
e(k − 1)

= q0e(k) + q1e(k − 1), (3)

where ∆u(k) is an increase of the control variable,
u(k) is the value of the control variable in step k
(e.g., servo valve opening in percentage or power of
the exhaust fan frequency inverter), u(k − 1) is the
previous value of the control variable (i.e., control value
from the step k − 1, e(k) is the control error, where
e(k) = w(k) − y(k), y(k) is the controlled variable (e.g.,
measured air flow, temperature, O2 concentration),
w(k) is the desired value in step k (e.g., desired air flow,
temperature or O2 concentration), e(k − 1) is previous
value of control error, q0, q1 are defined parameters
of the resultant discrete controller by the following
substitution: q0 = KP, q1 = −KP(1 − T0/TI), T0 is
the sampling period calculated as T0 = (0.25 ÷ 0.125)τd
where τd is the dead time or T0 = (0.35 ÷ 1.2)Tu and
Tu is the delay time of the step response [30].
The job of a control system based on the discrete

PI controller is to maintain the controlled variable
y at its set point w. The discrete controller and
controlled system in the form of z-transfer function can
be simulated in a Matlab Simulink. Discrete z-transfer
of PI controller (3) has the following form:

Gr(z) = U(z)
E(z) = q0 + q1z

−1

1 − z−1 (4)

The properties of the actuator are the most significant
limitation in the choice of the sampling period (e.g., in
case of servo-drives non-sensitivity and operating time).

UCG endeavours to measure several process variables
that can be used for evaluation of dependencies and
process behaviour (i.e., flows of gasification agents,
pressures, temperatures, concentrations of gasses
and calorific value of the syngas). The task of the
identification process is as important as the role of
the controller synthesis [33]. In the case of discrete
systems, the parameters of discrete ARX model (i.e.,
Auto-Regressive model with eXogenous inputs) (5), are
directly estimated and the least-squares method as
the most common method was used [34, 35]. From
the identified parameters of the model, the unknown
parameters of the controller can be directly calculated.
The proposal of an adaptive controller is usually based
on a regression ARX model of the system, which is
modells the system output according the following
equation [18, 36, 37]:

y(k) = −
na∑
i=1

aiy(k − i) +
nb∑
i=1

biu(k − i)

+
nd∑
i=1

div(k − i) + es(k), (5)

where y(k) is the value of the output variable in the step
k of the sampling period T0 i.e., at the time t = kT0,
u(k) is the controller’s output (i.e., control variable) in
the step k, es(k) is the fictive noise respectively random
non-measurable component, v(k) is disturbance, ai, bi,
ci, di are unknown parameters of the model, that we
want to identify from measured data [33].
The functions to calculate the parameters of the

discrete model from the measured data using the
Least squares method are already programmed in the
mathematical program Matlab (i.e., functions: load(),
iddata(), arx(), filt()) [38]. The sampling period and
order of the regression model determines the quality
of the obtained model. A new identification of the
controlled system is done when the proposed controller
has a low quality of control or new identification is
carried out at regular intervals. Identification represents
the creating of the test signal ∆u — wake up the
system, measurement the values of the output variable
y (i.e., controlled variable), editing and filtering record,
and finally the mathematical model calculation in the
form of a discrete z-transfer. For laboratory gasification
these systems were controlled untill now:

• Controlled system #1: y — air flow, u — the
percentage of servo valve opening.

• Controlled system #2: y — coal temperature, u —
the percentage of servo valve opening.

• Controlled system #3: y — O2 concentration in
syngas, u — servo valve opening.

• Controlled system #4: y — O2 (%) in syngas, u —
exhaust fan power frequency.
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4.1. Adaptation of Controller Due to
Uncertainties in UCG

The vast majority of processes that occur in industrial
practice has a stochastic nature. The control and
identification of the UCG is often a difficult process,
because the underground reactor is gradually changing
(i.e., increasing cavity, moving of burning front, gas leaks
through the cracks in the overburden, underground
water, various anomalies etc.). It is stated as a process
control in conditions of uncertainty.
In addition, the coal bed was formed by an act of

nature and therefore it is different from industrial
systems. Some uncertainty can be reduced by more
detailed geological survey, but even that does not
guarantee elimination of such uncertainty, as evidenced
by the long-term experience in the traditional mining
technology of coal.
Classic controllers with fixed parameters are often

not appropriate for such processes, because in the case
of changing parameters of the process, the control
is not optimal and it leads to a loss of material,
energy and a reduction of equipment life etc. One
possibility of increasing the quality management of such
processes is the use of adaptive control systems. In
automated control the adaptive control system adapts
the parameters or structure of one part of the system
(i.e., controller) to change the parameters or structure
of another part of the system (i.e., controlled system),
so that based on chosen criterion the steady optimal
behaviour of the whole system would be ensured,
independent of occurring changes. Adaptation to the
changing parameters or structure of the system can be
done in three ways:

• Appropriate change of controller parameters.
• Changing the structure of the controller.
• Generating a suitable auxiliary input signal (adapta-
tion by the input signal).

The addition of a feedback controller can be under-
stood as a feedback of a higher level, which changes the
controller parameters according to the quality of the
control process. There are numerous approaches to the
adaptive control published in the world [30].
For the calculation of the controller parameters

continuously during the gasification process, the
identification of regulated system was carried out
repeatedly. From these new identifications, the new
parameters of discrete controller were calculated. For
the simulation, a discrete model of the system was used
in the form of a discrete transfer function or differential
equation. For the calculation of a discrete controller an
applied calculation of the parameters of the continuous
controller, from the dynamic characteristics of the
system, was performed or parameters of a discrete
controller were calculated directly from the parameters
of the discrete transfer function of system. From the
character of the process, which eventually changes
its parameters results, it is obvious that there is a

Figure 5. Block diagram of auto-tuning controller
with repeated single-shot identification [30].

necessity to repeat the identification and calculation of
controller parameters.

For assessing the quality of regulation, the quadratic
criterion ISE (i.e., Integrated Squared Error) was used
in the following discrete form:

ISE =
∞∑

k=1
e2(k), (6)

where e(k) is the control error in step k [39].
The principled scheme of adaptation of discrete

controller that was applied in gas control within
experimental UCG is shown in Figure 5.

4.2. Methods for Calculating
Parameters of a Discrete
Controller

By the term of the proposal of the controller we only
understand the choice of its structure however the
synthesis of the control loop, determination of the
parameters of controller is based on the knowledge of
the controlled system and the required criteria. In the
synthesis of the control loop, it is important to convert
these requirements into a mathematical formulation
that is suitable for further processing. In the case
of the control loop formed by the regulator and the
controlled system, the structure and some parameters
of the circuit are usually fully entered. The second
part of the parameters and their values are optional.
The synthesis then includes a determination of the
appropriate type and values of controller parameters to
the desired controlled system. For synthesis of the
control loop, number of methods is available, they
differ in their complexity and also in what regulation
quality indicators result.
The choice of method depends on whether the

proposed control loop is continuous or discrete. When
designing discrete control loops, if they are designed to
be a classic controller with a fixed structure, which
is described by a transfer function or equation, the
synthesis consists of a choice of the type and setting of
the suitable parameters. Usually it is a numerical
analogy of a continuous PID controller. In this case, the
optimal parameters of a continuous PID controller are
adjusted with some of the methods used for continuous
control loops and parameters of the digital controller
determined using the conversion equations. A possible
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way of designing discrete control loop is an approximate
method based on a substitution sampler and shaper by
a dead time member. Many of the known methods
of continuous control loop synthesis have also its
equivalent for the discrete control loops. It includes for
example the method of the optimal module or the
method of required model. There is also a discrete
version of the Ziegler–Nichols method or methods in
which the values of the delay time, rise time and gain
of the controlled system are read from the behaviour of
the step response of the controlled systems [40].

4.2.1. Modified Ziegler – Nichols Open Loop
Tuning Method

Experimental setup of the parameters of a continuous
PID controller, proposed by Ziegler and Nichols [41]
more than half a century ago, is still used in industrial
practice. In this very famous and popular approach the
PID controller parameters are calculated from the
critical proportional gain KPK and critical oscillations
period TK of the closed control loop. These critical
parameters are obtained by gradually increasing the
gain of the proportional controller untill the output
variable of the closed control loop oscillates with a
constant amplitude and the control loop is on the
boundary of the stability. In this case, the poles of the
closed control loop are located on the imaginary axis of
the complex s–plane. Then we can read the critical
proportional gain KPK (i.e., ultimate gain) and from
the record of the controlled variable’s behaviour the
critical period of oscillations TK (i.e., ultimate period)
is read. The parameters of the PI and PID controller
are determined from the following equations [30, 33]:

PI: KP = 0.5KPK, TI = 0.83TK, (7)
PID: KP = 0.6KPK, TI = 0.5TK,

TD = 0.125TK (8)

Disadvantages of an experimental determination
of the critical parameter is that the system can be
brought into an unstable state, and that a search for
the stability limit in systems with large time constants
is time consuming. These disadvantagesdo not have a
modified method for setting the parameters of the
digital controller. This method assumes that the
discrete model includes the dead time to the size of
T0/2. Dead time does not change the amplitude, but
the phase shift increases linearly with the increasing
frequency:

ϕ = −T0ω

2 (9)

On the critical frequency ωk the system has the
phase shift −π and gain AK so that we have:

AKKPK = −1 (10)

Because the discreet control is by influence of the
phase shift ϕ caused by discretisation, which changes
the critical frequency, and because at a different
frequency the system has other gains; the critical gain

of the system is changed too. Critical values depend on
the selected sampling period T0 [33]. The algorithm for
calculating critical parameters for the model of the 2nd
order will be presented. It assumes a discrete transfer
equation of a controlled system in the form of

Gs(z) = Y (z)
U(z) = z−dB(z−1)

A(z−1) (11)

with polynomials:

A(z−1) = 1 +
2∑
i=1

aiz
−i = 1 + a1z

−1 + a2z
−2, (12)

B(z−1) =
2∑
i=1

biz
−i = b1z

−1 + b2z
−2, (13)

where parameter d is the number of steps of dead time.
Calculation of the critical gain and critical period of

oscillations depends on the location of the poles on the
unit circle in the complex z-plane [33]. For calculation
of the real part of the complex conjugated pole α and
critical control parameters KPK and TK the algorithm
depicted in Figure 6 can be used. The algorithm can
be programmed as a script in Matlab where input is
represented by identified parameters (ai, bi) of the
model for a 2nd order system in the form of z-transfer
function.

The reference [30] provides an algorithm for calculat-
ing the parameters KPK and TK for the model of the
3rd order.

4.2.2. Time-Optimal Control — Dead Beat
Method

The method of a time-optimal control solves the
proposal of the common digital controller. It is a
method of synthesis, according to criteria completion
of the regulatory process in a few numbers of steps.
The general form of the controlled system transfer is
considered in the form:

Gs(z) = Y (z)
U(z)

=
b1z
−1 + b2z

−2 + · · · + bnkmin

1 + a1z−1 + · · · + anz−n
= B(z)
A(z) (14)

The value of the parameter n specifies the number of
control steps. By dividing the numerator polynomial
B(z) and A(z) in the denominator polynomial the
z-transfer function of controlled system expressed as a
polynomial P (z) and Q(z) is obtained:

Gs(z) = Y (z)
U(z) =

Y (z)
W (z)
U(z)
W (z)

= P (z)
Q(z)

= p1z
−1 + p2z

−2 + · · · + pnz
−n

q0 + q1z−1 + · · · + qnz−n
. (15)

This discrete transfer function is converted to
standard form (q0 = 1) and compared with the original
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Figure 6. Algorithm for calculating critical parameters
of PID controller [30].

polynomials in (21):

Gs(z) =
p1
q0
z−1 + p2

q0
z−2 + · · · + pn

q0
z−n

1 + q1
q0
z−1 + · · · + qn

q0
z−n

= b1z
−1 + b2z

−2 + · · · + bnz
−n

1 + a1z−1 + · · · + anz−n
. (16)

By comparing the coefficients in powers of z−1 in
equation (16) we obtain the system of equations for
calculating the coefficients of qi and pi on the basis of
the coefficient ai and bi (i = 1, 2, ..., n) of the controlled
system.

qi = aiq0, pi = biq0, (17)
n∑

i=1
pi =

n∑
i=1

biq0 = 1. (18)

The parameter q0 can be determined as follows:

q0 = 1∑n
i=1 bi

(19)

The transmission of the controller can be obtained
by substituting values of the coefficients obtained by
equations (17) and (19) into the expression:

GR(z) = 1
GS(z)

GW(z)
1 −GW(z) = 1

P (z)
Q(z)

Q(z)
1 − P (z)

= q0 + q1z
−1 + · · · + qnz

−n

1 − p1z−1 − p2z−2 − · · · − pnz−n
(20)

The control algorithm for system of the 2nd order
has the following form [17, 42]:

u(k) = q0e(k) + q1e(k − 1) + q2e(k − 2)+
+
(
p1u(k − 1) + p2u(k − 2)

)
(21)

The derived algorithm can be applied to time-delaying
processes and, similarly, it can be a derived equation of
the controller for a higher order of the system.
In solving of the UCG control the Ziegler–Nichols

method of the critical gain (i.e., open loop method
according equation (7)) that was presented was used,
by means of which the parameters of continuous
controllers were calculated. Then the continuous
controller parameters were recalculated at a selected
sampling period to discrete controller parameters in an
incremental form. The Dead Beat method was not
used for calculating the parameters of the controller
because it was not considered suitable (see section 5.1).
For calculating the parameters of the mathematical
model of the controlled system, the ARX model was
used, calculating by using the Least squares method
in Matlab based on the data of the experimental
identification.

5. Experimental results
and discussions

5.1. Air flow stabilization
A basic variable in the control of the gasification process
is the air flow that is supplied to the experimental
gasifier. By changing the flow rate, we can influence
the behaviour of chemical reactions during gasification.

For controlling the air flow in experimental gasifica-
tion in the laboratory gasifier, a servo valve that was
installed on the pipe to supply air from the pressure
vessel was used. The air pressure in the pressure
vessel was maintained between the minimum and
maximum set point. An On–Off control method
(i.e., Bang-Bang control) was used for the pressure
stabilization [17, 29]. The servo valve behind the
pressure vessel was connected to the control PLC that
was operated via two digital signals. One signal was
used for opening and the second for closing. The total
time necessary to fully open or fully close the servo
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Figure 7. Control scheme of air flow stabilization by
the servo valve.

valve is 30 s. To ensure the full opening of the valve
(i.e., opening to 100%), the PLC must send 60 pulses
with a duration of 500ms. A similar rule applies to the
complete closure of the valve. They are discontinuous
pulses, i.e., each pulse of the signal with a duration of
500ms is followed by zero amplitude. The conversion
of percentage to pulses is done using the following
equation:

upulses = u% · 0.6, (22)

where upulses is calculated as the change of the servo
valve position in pulses, where one pulse is digital a
signal with an amplitude of 24VDC and duration of
500ms, u% is the change of the required servo valve
position (%).

Calculated pulses are rounded to the nearest integer.
The created control system has programmed its own
counter of pulses, because the electronics used in the
servo valve does not provide any feedback information
on the current servo valve position. The control system
can also be configured for broadcasting of uninterrupted
pulses.

Automatic flow control is based on the principle of
stabilized measured airflow to the desired value. The
air flow is calculated based on the measured pressure
difference on the centric orifice and the air pressure
before the orifice. The task of the control algorithm
is consecutive at the specified time steps to close or
open the servo valve so that the regulation deviation
between the desired and measured flow is eliminated.
This problem is solved by the equation of the discrete
PI controller (3). The discrete controller calculates
the percentage increase (or decrease) of the servo
valve opening ∆u on the basis of deviation e. Control
deviation e is calculated as the difference between the
desired value w (i.e., set point) and the measured flow
y of the air. In Figure 7 the scheme for stabilizing the
air flow through the servo valve is provided.

For the calculation of unknown controller parameters
q0, q1 an experimental identification of the controlled
system was performed. Experimental identification
is based on the principle of a step excitation of the
regulated system, follow-up and record of the responses
of the controlled variable — air flow (see Figure 8).

For calculation of the model parameters, Matlab func-

Figure 8. System identification with 5% servo valve
opening.

Figure 9. Comparison of measured data with the
models.

tions of parametric identification were implemented [43].
The functions of the System Identification Toolbox
were applied to calculate the parameters of the ARX
model. The result is a model of the second order in the
form of a discrete z-transfer function (23). This model
was converted to the differential equation in the form
(24). Parameters a1, a2, b1, b2 of the second order
differential equation are the results achieved from
identification [43].

Overall, models of the 1st, 2nd and 3rd order were
calculated and then compared with the measured data.
Models in the form of the z-transfer function were
transferred into differential equations (24)–(26):

GS(z−1) = b1z
−1 + b2z

−2

1 + a1z−1 + a2z−2

= 2.46z−1 + 2.453z−2

1 − 1.118z−1 + 0.367z−2 , (23)

yM(k) = −
(
−0.7584y(k − 1)

)
+
(
5.324u(k − 1)

)
, (24)

yM(k) = −
(
−1.118y(k − 1) + 0.367y(k − 2)

)
+
(
2.46u(k − 1) + 2.453u(k − 2)

)
,
(25)

yM(k) = −
(
−1.26y(k − 1) + 0.6419y(k − 2)
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+ 0.1392y(k − 3)
)

+
(
1.619u(k − 1) + 1.619u(k − 2)
+ 1.619u(k − 3)

)
. (26)

For verification of the models, graphical comparison
of the measured and model data was used, it also
served as a review of equality of the stabilized values
and a quantitative statement by quadratic criterion
(27) [43].

J =
τ∫

0

[
y(t) − yM(t)

]2
dt =

N∑
k=1

(
y(k) − yM(k)

)2∆τ,

(27)
where y(k) is an output from the real system, yM(k) is
an output from model, k is the time step, t is the time,
N is the number of the measured samples [43].
In regard to lowest value of criterion (27) at the

2nd order of the model, this model was used for the
calculation of the controller’s parameters [43]. The
result of comparison is depicted in Figure 9.

For the calculation of the parameters of the discrete
PI controller (i.e., q0, q1) for a specified sampling
period, the modified Ziegler–Nichols method was
used (see Figure 6). This method enables us to
estimate parameters of the PI or PID controller directly
from the parameters of the discrete model (24)–(26).
Equation (28) represents the discrete PI controller in
an incremental form:

∆u(k) = u(k) − u(k − 1)
= q0e(k) + q1e(k − 1)

= 0.116123e(k) − 0.086580e(k − 1) (28)

where u is the control variable, e is the control
error, k is an index of the control period, w is the
desired value, y is the controlled variable, KP is the
proportional constant, TI is an integration constant, T0
is the sampling period [43].
With consideration of the different pressure con-

ditions, it is necessary to use other controllers of
parameters, because the controlled system changes its
parameters, several controllers for different pressure
were calculated. A programmed algorithm of the
discrete PI controller always chooses the parameters of
q0, q1 which correspond to the proposed controller in
the selected overpressure.

Similarly, the control parameters for the various air
flows are changed. From previously described facts,
results show that the system identification must be
completed on a several air flow levels and different
pressures adjusted on the reducing valves. The opening
of servo valve with a smaller inlet pressure has resulted
in a lower airflow rate and the same great opening,
but with a higher overpressure, will result in a higher
airflow rate.
The behaviour of the stabilization of the air flow

for different pressure conditions during experimental
gasification is shown in Figure 10.

Figure 10. Behaviour of air flow stabilization during
gasification at various overpressures.

A Deat Beat controller (29) calculated according to
equations (17)–(21) was not used during the UCG
experiments, because in the first step of regulation
it caused a major change of the control variable u
(i.e., in some cases, the opening of the servo valve
was up to 100%) and that is an undesired state. An
excessive opening of the servo valve in the first step
of the control causes the venting of the air from the
pressure vessel and a significant pressure. In the next
step, the entirely closed and even slightly opened valve
causes large oscillations of the system. The classical
Dead Beat controller needs, by a small number of
steps, to stabilize the system, which causes that control
variable to jump from one extreme to the other. The
result of the practical verification of the Dead Beat
controller is shown in Figure 11. The figure shows
a short stretch of the control with the discrete PI
controller, followed by the control with the Dead Beat
controller. The graphical comparison shows that the
Dead Beat controller is not suitable for stabilizing
the flow of air that comes from the pressure vessel.
An alternative for the application of the Dead Beat
controller could be the use of high pressure blower. This
type of controller was also successfully implemented in
the control of time delayed system [44]:

∆u(k) = q0e(k) + q1e(k − 1) + q2e(k − 2)
+
(
p1u(k − 1) + p2u(k − 2)

)
= 0.2035e(k) − 0.2275e(k − 1) + 0.0746e(k − 2)

+
(
0.5u(k − 1) + 0.5u(k − 2)

)
. (29)

5.2. Temperature Stabilization
The aim was to inject air into the ex-situ reactor
(i.e., syngas generator) with a flow that would ensure
that the content of the heating components would
be the highest. This aim can be achieved only at
higher temperatures above 1000 °C. With increasing
temperature, the production of CO increases (see
Figure 12) and this component remains dominant.
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Figure 11. Control with discrete PI and Dead Beat
controller.

Figure 12. Increase of CO concentration in syngas
when temperature increases.

Similarly, it increases the ratio of CO/(CO + CO2),
which is an important indicator during gasification
(see Figure 13) [45]. However, the higher temperature
should be maintained in the long term so that the
syngas is produced as long as possible (see section
1.2). For this reason, it is necessary to implement an
algorithm for stabilizing the temperature to the desired
value.

Temperature stabilization in the experimental gasifier
is based on the same principle as the stabilization of the
air flow. The controlled variable y is the current highest
temperature of coal, in the channel or by an operational
personnel selected temperature (i.e., thermocouple by
number). The feedback control algorithm includes
an auxiliary algorithm that identifies the maximum
(i.e., the highest) temperature Tmax from all measured
temperatures. Control variable u is the percentage
opening of the servo valve, which at a given pressure
corresponds to the air flow.

The discrete PI controller calculates the percentage
increment of the servo valve opening or closing. The
desired percentage change is then converted in the PLC
to a number of pulses (see Figure 14). The Discrete PI
controller changes the supplied air flow, so that the
selected temperature is stabilized. If it is necessary

Figure 13. Example of increasing ratio CO/CO+CO2
when temperature increases during gasification.

Figure 14. Scheme of PI controller connections for the
temperature stabilization.

to increase the temperature, the controller increases
the air flow. If the measured temperature is above
the set point, the controller reduces the airflow. The
calculated model of the controlled system in the form
of a discrete transfer function is expressed by (30). A
model of the controller is also expressed in the form of
a discrete transfer (31) and by the algorithm in the
form of a differential equation (32):

GS(z−1) = 199.1z−1 + 199.1z−2

1 − 0.437z−1 − 0.05025z−2 . (30)

A discrete transfer of the controller has the form

GR(z) = q0 + q1z
−1

1 − z−1 = 0.00027 − 0.00004115z−1

1 − z−1 .

(31)
An algorithm of controller has the following form:

∆u(k) = u(k) − u(k − 1) = q0e(k) + q1e(k − 1)
= 0.00027e(k) + (−0.00004115e(k − 1)) (32)

where ∆u(k) is an increase of control variable
u, k is the time step, e(k) is the regulation error
(e(k) = w(k) − y(k)), y(k) is the measured temperature
(i.e., controlled variable) (°C), w(k) is the desired value
(°C).

In Figures 15 and 16 temperature stabilization
behaviours with the discrete PI controller for different
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Figure 15. Temperature stabilization on 980 °C.

Figure 16. Adaptation of the controller for the
regulated system.

set points are graphically illustrated. The graphs also
show how the calorific value of syngas varied during the
temperature stabilization. The controller’s parameters
need to be calculated continuously as the controlled
system is gradually changing. In Figure 16 the time
behaviour of the temperature stabilization during the
gasification process is shown. In the second half of the
graph we can see the behaviour after new identification
and calculation of new controller parameters. The
controller was adapted on the current state of the
process and the next steps sufficiently stabilized the
temperature. Because temperature cannot be measured
directly inside the cavity, a proxy is needed that can
provide a reliable indication of the temperature [46]:

• Proxy by measured carbon isotopes [46].
• Proxy by measured concentration of CO, CO2 and
its ratio (e.g., CO/(CO + CO2)) [45].

• Proxy by measured emanation of radon from under-
ground to surface [47].

• Proxy by mathematical model based on theory of
heat conduction [48, 49].

Monitoring of temperature by measuring of carbon
isotopes — The results show that the isotope value
increases with each temperature step, until it stabilizes
at a certain temperature [46]. This trend shows that

fractionation is occurring in the low temperature range,
where relatively light components are released. Once
the value stabilizes in the high temperature range,
fractionation no longer takes place and the isotope
signature represents the value for bulk coal [46]. In
general, the temperature at which the value is stabilized
increases with increasing rank. Isotopes are variants of
a particular chemical element which differ in neutron
number, although all isotopes of a given element have
the same number of protons in each atom. Delta value
would appear to be a good proxy, but only if the
stabilization temperature would have been higher than
the operational temperature for UCG [46].

Monitoring by Radon measurement — This technique
can be used for the detection of the length and moving
velocity of the gasification working face. In the
experiment, the length and moving velocity of the
gasification working face are detected with the help of
the radon measuring technique. Radon (222Rn) is
the only gaseous derivative in the disintegration of
the natural radioelement, which possesses the unique
feature of emitting vertically from the underground
to ground surface [50]. The moving of radon is
closely linked to temperature. When the temperature
rises, the emanation coefficient of radon increases
remarkably [47]. Therefore, measuring the radon
concentration on the surface of the earth can reflected
the temperature beneath. The Rn emanation factor
increases dramatically when temperature is greater than
700 °C. Radon solubility decreases as the temperature
increases [51]. This method can be used for detection
of the UCG burn-front and estimation of its migration
speed.

5.3. Stabilization of Oxygen
Concentration in the Syngas

During gasification, the task is to maintain the concen-
tration of O2 in the gas at the lowest possible value.
Then, a higher concentration of CO is achieved and the
resulting calorific value of gas is higher. Figure 17
shows the behaviour of the measured concentrations
of O2 and corresponding calorific value calculated
from the gas composition. Oxygen is measured by
the analyser for oxygen with a range of 0–21%. High
concentrations of oxygen (10–21%) in the produced
gas, mean that a large volume of oxidant is blown,
causing the cooling of coa, which decreases the calorific
value. There can also be a high concentration of O2 in
the gas caused by the fact that there is insufficient
carbon oxidation during combustion in the oxidation
zone, and consequently there are also low temperatures
in oxidation and the reduction zone and less CO is
produced.

High concentration of O2 in the gas can also mean,
that through gaps, porosity, rifts or leakages in the
pipe system, air is sucked into the reactor, which
then enriches the produced gas with its oxygen. For
stabilization of the O2 concentration in the produced
gas, an alternate feedback controller was programmed.
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Figure 17. Effect of O2 concentration on the calorific
value.

Figure 18. Connection scheme of stabilization concen-
tration of O2 by airflow.

It is a discrete form of a continuous PI controller as
in the case of the stabilization of the air flow and
temperature (see section 4).

The basis of the control algorithm is the controller
equation (3), which calculates a new addition of the
control variable in each step of the control algorithm.
The control variable u is the percentage change in the
position of the servo valve or exhaust fan motor power
frequency. The change in the opening of the servo valve
can change the air flow and affect the behaviour of
chemical reactions that take place during gasification.
In the second case, change of the fan power (i.e by
change of power frequency) can change the amount of
the intake air, under-pressure and the flow of produced
gas. An equation of the controller (3) calculates the
manipulated variable, which is in the range of 0–1 (i.e.,
0–100% of valve opening). Regarding the control of the
exhaust fan power, the control variable is also in the
range of 0–1 (i.e 0–100% of the exhaust fan motor
power). This range corresponds to the frequency range
of 0–50Hz, which the PLC sends to the frequency
inverter (see Figure 19).

In the first case, the control algorithm calculates in
each step the control variable percentage to the number
of pulses opening or closing the servo valve according to
equation (3). The connection diagram of the feedback
controller for the stabilization of O2 concentration
by air flow is shown in Figure 18. If it is necessary
to increase the concentration of O2, the controller

Figure 19. Variable frequency drive of exhaust fan.

increases the air flow and vice versa. Similarly, a second
stabilizing loop is created. The O2 concentration in the
produced gas in this case is stabilized by the power of
an exhaust fan. The control variable is the power
frequency of the motor calculated by control system
according to equation (33) and sent as an analog
voltage signal (0–10VDC) to the frequency inverter (see
Figure 20). We have used a variable-frequency drive
(VFD) which is a type of an adjustable-speed drive
used in electro-mechanical drive systems to control
the AC motor speed and torque by varying motor
input frequencies and voltage [52]. A three-phase AC
motor for exhaust of syngas was used. The frequency
power can be setup directly on the inverter panel (i.e.,
operator interface) or via a controller (i.e., control
task) actioned via the PLC. In the case of the need to
increase the O2 concentration, the controller increases
the frequency. If the measured concentration of O2 is
above the set point, the controller reduces the power
frequency of the inverter. Globally, there is a practice
of using a technique for the control of combustion,
which uses only the exhaust fan at the end of the outlet
hole during the gasification process [18].

uV = uHz · 0.2 (33)

where uV is the value of the analogue voltage signal
(V), uHz is the desired power frequency (Hz).

For proposal of the controller, it was necessary to
perform an experimental identification of the controlled
system (u is the servo valve opening or motor power
frequency of the ventilator, y is the concentration of O2
in syngas). The record of measured values was used for
the identification.

A model of the regulated system is described by the
following z-transfer function:

GS(z−1) = 6.509z−1 + 6.509z−2

1 − 0.7325z−1 + 0.1985z−2 . (34)

Using the Ziegler–Nichols method and algorithm
shown in Figure 6 the parameters of continuous PI
controllers, which are converted to discrete form, were
calculated. Model of the regulated system “exhaust fan
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Figure 20. Connection scheme of O2 stabilization by
exhaust fan power.

power frequency — O2 concentration” is described by
z-transfer:

GS(z−1) = 3.8095z−1 + 3.8095z−2

1 − 0.7218z−1 + 0.0804z−2 . (35)

The model of the controller for stabilization of O2
concentrations by air flow is as follows:

∆u(k) = q0e(k) + q1e(k − 1)
= 0.021e(k) +

(
−0.0123e(k − 1)

)
. (36)

The model of the controller for stabilization of the
O2 concentrations by frequency inverter of the exhaust
fan is in the form:

∆u(k) = q0e(k) + q1e(k − 1)
= 0.1086241e(k) +

(
−0.073843e(k − 1)

)
, (37)

where ∆u(k) is an increment of the control variable u,
k is the time step, e(k) is the regulation error (where
e(k) = w(k) − y(k)), y(k) is the concentration of O2
i.e., controlled variable (%), w(k) is the desired value
(%).

In Figure 21 and Figure 22, there is a graphic
presentation of the testing of the stabilization of the
O2 concentrations by the air flow during gasification.
The sampling period was set to T0 = 10min and it set
the point w(k) for O2 stabilization as it gradually
changed. For the measuring of the concentrations of
O2, the last set point was reached after 210min. Then
the sampling rate was increased to T0 = 15min.
In terms of the quality of the gasification process,

the stabilization of the concentration of O2 at 1%
reached the maximum calorific value of 5MJ/m3 (see
Figure 22). A test of the controller was performed
during the trial on an experimental coal gasifier.

In the second test (see Figure 23), an O2 concentration
of 5% and sampling period T0 = 5min was desired.
The measured concentration reached the desired value
after 35min. In terms of the quality of the gasification
process, after stabilization of the O2 concentration
at 5%, it reached the maximum calorific value of
0.35MJ/m3 on average (see Figure 24). The test took
place during gasification on the laboratory gasifier.

Figure 21. Stabilization of O2 concentration on a
various desired values.

Figure 22. Calorific value and the O2 concentration in
stabilizing.

The above results indicate that the stabilization of
the O2 concentration at lower values allows a higher
calorific value of the produced gas. The ideal situation
occurs when the concentration of O2 in the syngas is
stabilized at 0%.

Similarly, the controller for the stabilization of the
concentration of O2 with a fan was tried. In Figure 25
the practical verification of the controller is shown.
The figure shows how change occurs in the value of
the frequency inverter and how the O2 concentration
responds. The controller reached the set point after
40 minutes and maintained it until a fault occurred.
The disturbances arose as a result of changes to the air
intake, because this controller usually starts along
with the controller for the temperature stabilization
or extremal controller. The controller was verified
during the experiment with the gasification in the
laboratory gasifier. We can see that a new setting of
the controller (i.e., adaptation) increases the quality of
the O2 stabilization (see Figure 25).

In case that the monitoring system indicates a high
concentration of poisonous and explosive gases on the
surface caused by gas leaks from underground, we
propose to change the UCG control from pressurized
to under-pressurized. In under-pressure control, the
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Figure 23. Stabilization of O2 concentration to 5%.

Figure 24. Calorific value during stabilization of O2
concentration.

gasification is controlled only with sucked air and
injection of oxidizer is closed. The under-pressure can
be adjusted by the power of suction fan. The control of
the UCG with under-pressure prevents gas leaks from
underground to the surface but the concentration of
oxygen in syngas should be controlled.

6. Conclusions
The construction of an underground industrial gasifica-
tion system for a real coal seam requires not only the
knowledge of geology and of the process itself, but also
an investment needed to build systems for measurement
and automatic control of the gasification process. In
this paper, the problem of a gas control in the UCG
was solved. The issue in question is the stabilization
level and supportive adaptation level. Knowledge
gained from the manual process control tests were
used to design controllers for stabilization levels. The
stabilization level was built on the basis of a discrete
proportional-summing controller. The outcome is a
control system for the stabilization of oxidant to the
gasifier, control system for the stabilization of the
temperature in the gasifier and control system for
the stabilization of the oxygen concentration in the
produced gas.

Figure 25. Stabilization of O2 by exhaust fan power
frequency.

The main objective in the verification of the control
algorithms was the maximization of the produced
syngas calorific value. Despite the complexity of the
control system, an implemented system could be
improved in the future.

The benefit would be an improvement of the system
for centralized control of the controllers and improve-
ment of the system for visualization and evaluation of
specific measured values. In experimental gasification
on a lab scale, we have used Lignite from Slovak mines.
We suggest building automated control systems for a
gas control with the following recommendations:

• We propose to build a stabilization level based on the
discrete feedback controllers (PI/PID). We propose
the use of methods of discrete parametric process
identification and a model-based method of the
controller design.

• We propose to support the stabilization level with
the adaptation of controllers due to recognized
uncertainties. We propose to use the principle of
Self-Tuning Controllers (STC). By stabilizing levels
it will stabilize inputs into the process of the UCG
(i.e., pressure, flow oxidants) as well as outputs (i.e.,
underground temperature, concentration of O2 in
the syngas).

• In the case that the UCG is controlled by the pressure
of the injected gas, a consistent monitoring of gas
leaks from underground is essential.

• In the case that there is any reason to inject an
oxidant with pressure into the cavity, we propose to
extend the control system to monitor a leakage of
syngas.

• If the monitoring system detects the presence of
syngas in vulnerable areas (although far from the
vulnerable area), we recommend to switch from a
pressurized system to under-pressurized controlled by
the fan power. In this case, the concentration of O2
in the syngas must be checked.

• If there is no serious reason to transport the oxidizer
by overpressure regime, then we recommend the
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control system to be built on the principle of an
under-pressure control.

• We suggest stabilizing the temperature at 1000 °C in
the oxidizing zone and keeping the oxygen concentra-
tion close to zero for the best performance of the
UCG reactor.

Although the automated control system for the gas
control was tested only in laboratory conditions, it
can be used with some modifications in real UCG
operational environments.
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